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In “Path integrals, particular kinds, and strange things,” Karl Friston and colleagues explore
a number of implications of the classical “Bayesian mechanics” (Friston, 2019; Ramstead
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et al., 2022) induced by the Free Energy Principle (FEP). Besides being a mathematically
and physically rich endeavour, the presentation further spotlights the FEP as a command-
ing scientific principle. We will focus on just one of these implications, the typology of
qualitatively distinct classes of systems presented in Fig. 2 of Friston et al. (2023). We first
review the relevant distinctions as they are presented, in terms of the causal connections
between sensory and active states of the Markov blanket (MB) and internal and external
states, i.e. states of the system A of interest and its physical environment B. We then
consider what happens when the classical MB is replaced by a holographic screen, which
serves the function of an MB in a quantum information-theoretic formulation of the FEP
(Fields, Friston, Glazebrook & Levin, 2022; Fields et al., 2023). The most obvious difference
between a classical MB and a holographic screen is that the states of an MB are elements
of the state space of the “universe” of which A and B are components, while the states of
a holographic screen are ancillary to this space. This difference, we will show, qualitatively
distinguishes the classical and quantum formulations of the FEP. The distinctions between
classes of systems illustrated by Fig. 2 of Friston et al. (2023), in particular, collapse when
a classical MB is replaced by a holographic screen. Not only are all quantum systems active
in the sense defined in Fig. 2, but moreover, all quantum systems are strange, and can be
considered as ‘inferring’ their own actions as we will proceed to explain.

As employed in the FEP, classical MBs comprise two distinct sets of states: sensory states
s and active states a. A system of interest A has internal states µ; its physical environment
B has external (relative to A) states η. Describing the situation from B’s perspective just
requires exchanging s for a and exchanging µ for η. Distinct classes of particles (a “particle”
is a system of interest plus its MB) correspond to distinct sets of causal arrows between
these states. “Inert” particles have no arrows to or from a; active states effectively do not
exist. The internal states µ of such systems have only incoming arrows s → µ and so are
information sinks. “Active” particles are characterized by arrow chains η → s → a → µ
and µ → a → s → η; here “sensation” is informative (to A) via “action” and vice-versa.
“Strange” particles shorten these chains to η → s → µ and µ → a → η while maintaining
the s � a cycle. Hence in these particles, sensation directly informs A (i.e. A’s internal
states) and action directly informs B, while the direct feedback links s → η and a → µ
present in active particles are broken.

Let us now change the formal setting from the classical physics of causal networks to the
quantum physics of generic interactions between separable (i.e. non-entangled) systems.
Consider a decomposition U = AB of some isolated system U into a system of interest A
and its complement B = Ā, which is its total physical environment. The components A and
B can only be unentangled if their interaction HAB is weak, i.e. only if it involves relatively
few of their degrees of freedom. In this case, we have both HAB = HU − (HA + HB) and
HAB � HA, HB < HU . As discussed previously (Addazi et al., 2021; Fields, Glazebrook
& Marcianò, 2021, 2022a), we can, in this case, consider the decompositional boundary
between A and B to be a holographic screen B with thermodynamic entropy S(B) = N =
log2(dim(HAB)), the minimum number of bits required to encode the largest eigenvalue
of HAB. Note that this boundary B is completely ancillary to the physical system U =
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AB; we can assign B an effective Hilbert space HB with dimension dim(HB) = 2N , but
HB ∩HU = ∅. Hence B performs the function of an MB – it restricts classical information
flow from A and B to N bits – but it is from a physical point of view completely notional.
It simply formalizes the fact that the interaction HAB is weak enough that A and B are
conditionally independent. As we have shown in Fields, Glazebrook & Marcianò (2021,
2022a,b), this observation is a reason why, in the classical limit, B approaches an MB.

Replacing the classical MB states s and a in Fig. 2 of Friston et al. (2023) with an ancillary
holographic screen has a dramatic effect on the information flow between A and B. Inert
systems are ruled out: an “interaction” HAB in which information flows only one way is
ill-defined. Active and strange systems become indistinguishable: both are characterized
by interactions of the form η � µ, i.e. by generic A-B interactions that exchange N bits.
They have, in particular, the defining characteristic of strange systems: actions on the
environment are not directly observed, but can only be inferred from the environment’s
observable response. If A transfers N bits to B, in other words, it has to wait until it
receives the next N -bit transfer back from B to learn anything about its action’s effect on
B.

The intuitive and somewhat reassuring behavioral distinctions that Friston et al. (2023)
draw on the basis of the distinctions shown in Fig. 2 are replaced, in the quantum case,
by strong and somewhat jarring no-go theorems (Fields, Glazebrook & Marcianò, 2021;
Fields & Glazebrook, 2023). Not only can A not know the state space HB or dynamics
HB of B, A cannot know her own state space HA or dynamics HA. The “self model” can
only be a model, and can only be inferred from observations of the environment’s behavior,
where the “environment” is not just a source of uncertainty in a thermodynamic sense,
but is also the repository of the system’s stigmergic memories (Fields & Levin, 2023). Due
to the thermodynamic cost of irreversible information processing, A cannot measure the
dimension dim(HB), and hence cannot know the “size” or bandwidth of her interface with
B. Perhaps most strikingly, A cannot measure the entanglement entropy S(AB) across
B, and so cannot know whether her state is separable from B’s. Hence A cannot even
know that she has a conditionally-independent state. To the “as if’s” of Friston et al.
(2023), therefore, we can add another: active inference agents act as if they can distinguish
themselves from their environments. In quantum theory, at least, an agent cannot actually
draw this distinction.

The ubiquity of strangeness clearly raises many questions, some verging on the mysterious.
In the classical limit, the ancillary screen B is replaced by a classical MB. Do the states s
and a of this MB “emerge” from A, B, or both? Can non-strange systems be consistently
defined in this limit? What are the consequences, if any, of the answers to these questions in
the neuroscientific context of Friston et al., or in others of the previously studied cognitive
contexts cited therein, to which one might add various learning scenarios, e.g. Feature
Selection (Pellet & Elisseeff, 2008; Guo et al., 2022) as alluded to in Fields & Glazebrook
(2023)?
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