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Abstract: Meaning has traditionally been regarded as a problem for philosophers and psychologists.
Advances in cognitive science since the early 1960s, however, broadened discussions of meaning,
or more technically, the semantics of perceptions, representations, and/or actions, into biology and
computer science. Here, we review the notion of “meaning” as it applies to living systems, and argue
that the question of how living systems create meaning unifies the biological and cognitive sciences
across both organizational and temporal scales.
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1. Introduction

The “problem of meaning” in biology can be traced to the Cartesian doctrine that animals are
automata, and that humans are automata (bodies) controlled by spirits (minds). As Descartes required
minds to generate meaning, meaning under this doctrine is both a strictly human and a strictly
psychological phenomenon. The general turn from metaphysics toward language in mid-20th-century
philosophy further reinforced this Cartesian division by localizing the study of meaning within the
study of language, understood as human natural language characterized by a recursive grammar,
and arbitrarily-large lexicon, and an associated collection of interpretative practices. Human cognition
was widely assumed within the representationalist cognitive science that largely replaced behaviorism
from the 1960s onward to replicate this tripartite structure of public natural language, either because it
was implemented in an underlying “language of thought” or “mentalese” having a similarly expressive
syntax, semantics, and pragmatics [1], or because it was implemented by natural language itself [2].
Cognitive abilities considered to be uniquely human, including symbolic “Process-2” cognition [3],
analogical reasoning [4], and “mental time travel” to the past via episodic memory or the future via
prospective memory [5], in particular, were all considered to be functionally dependent upon language.

During this same time, however, studies in comparative psychology demonstrated robust
communication abilities, and related abilities including tool use and cultural transmission of knowledge,
in animals that appear, on all assays thus far, to lack a recursive syntax [6]. Superficially similar
communication abilities have since been demonstrated in microbes [7] and plants [8]. If “meaning”
is restricted to the full combination of syntactic, semantic, and pragmatic aspects of meaning characteristic
of human languages, the communications sent and received by these nonhuman organisms must
be regarded as devoid of meaning, as Descartes presumably would have regarded them, and as
communications sent and received by artificial intelligence (AI) systems are regarded by many
today [9–12]. Hauser, Chomsky, and Fitch [6] suggest, on the contrary, that the faculty of language
can be construed more broadly, and that both sensory–motor and conceptual–intentional aspects of
“meaning” can be dissociated from the recursive syntax with which they are coupled in human languages.
This dissociation allows nonhuman communication abilities to be viewed as meaningful even though not
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“grammatical” in the sense of having a compositional semantics enabled by a recursive syntax [13–15].
It is this broader, non-Cartesian conception of meaning with which we will be concerned in what follows.

Opposition to Cartesian assumptions and to human-like, grammatical language as paradigmatic in
cognitive science has coalesced over the past three decades into the embodied-embedded-enactive-extended
cognition (4E; see [16] for an overview) and biosemiotic (see [17] for an overview) movements.
Both take considerable inspiration from Maturana and Varela’s theories of autopoesis [18] and
embodiment [19], and both are broadly consistent with cognition being a fundamental characteristic of
living systems [14,15,20–24]. There is, however, considerable variation among non-Cartesian conceptions of
meaning. Following Gibson [25], ecological realists locate meanings in the organism- or species-specific
environment, where they have an effectively nomological function [26,27]. “Radical” embodied
cognition locates meanings in the structure and dynamic capabilities of the body [28], while enactive
cognition locates meanings in the organism’s inclination and ability to act on the environment [29];
in both cases, meanings characterize structural and functional, but in most cases explicitly
non-representational, capacities of an embodied system (see also [30,31] for reviews of these approaches
from an AI/robotics perspective, see [32] for a dynamical-systems approach, and see [33] for a 4E
approach that can be interpreted representationally). Biosemiotic approaches are, in contrast, concerned
with physically implemented representations (“signs”) that carrying meaning at one or more scales of
biological organization.

Despite their differences, both Cartesian and non-Cartesian approaches to cognition generally
localize meaning to individual organisms. Even culturally shared meanings, e.g., the particular
syntactic markers, word meanings, and pragmatics shared by competant users of some particular
human natural language, are assumed to be individually comprehended by every member of the
language-using community. Such meanings are generally acknowledged to have a developmental
history, typically involving learning in a community context, but outside of evolutionary psychology,
they are seldom considered to have significant evolutionary histories. This focus on the individual and
on learning is understandable from the perspective of (narrowly-construed) language and its pervasive
influence on 20th-century thought. While the question of how the human language system, specifically
its syntactic components [34], evolved is of theoretical interest, it is hard to imagine how individual,
conventionalized word meanings, e.g., “<cat> means cat” could have significant evolutionary histories.

In contrast to this focus on individuals and learning, we advance in this paper a deeply
evolutionary approach to meanings and suggest, consonant with the theme of this Special Issue,
that the construction of meanings presents a common and pressing question for all disciplines in the
Life Sciences. We focus, in particular, on three questions that are foundational to the study of meaning:

1. How do living systems distinguish between components of their environments, considering
some to be “objects” worthy of attention and others to be “background” that is safely ignored?

2. How do living systems switch their attentional focus from one object to another?
3. How do living systems create and maintain memories of past events, including past perceptions

and actions?

These questions all presuppose an answer to a fourth question:

4. How do living systems reference their perceptions, actions, and memories to themselves?

We use the term “living system” instead of “organism” in formulating these questions to emphasize their
generality: we ask these questions of living systems at all scales, from signal transduction pathways within
individual cells to communities, ecosystems, and extended evolutionary lineages. In addressing these
questions, we build on our previous work on memory in biological systems [35] and on evolution and
development as informational processes operating on multiple scales [36,37].

In what follows, we address these questions in turn, reviewing in each case both theoretical
considerations and empirical results for systems at organizational scales ranging from molecular
interaction networks to the evolutionary history of the biosphere as a whole, and time scales ranging
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from the picosecond (ps) scale of molecular conformational change to the billion-year (1000 MY) scale
of planetary-scale evolutionary processes. To render these questions precise, we borrow from physics
the idea of a reference frame (RF), a standard or coordinate system that assigns units of measurement
to observations, and thereby renders them comparable with other observations. Clocks, meter sticks,
and standardized masses are canonical physical RFs [38]. We show in Section 2 that organisms
must implement internal RFs to enable comparability between observations, and make explicit
the role of RFs in predictive-coding models of cognition [39–45]. The three sections that follow
address questions (1)–(3) above, beginning in Section 3 with the function of RFs in object segregation,
categorization, and identification. These mechanisms, which are best characterized in human
neurocognitive networks, reveal how living systems determine what is potentially significant in
their environments, and allow a basic characterization of the limitations on what living systems
are capable of considering significant. We then consider in Section 4 the question of attention,
a phenomenon also best characterized in humans. We suggest that the fundamental dichotomy
between proactive and reactive attention systems found in mammals [46,47] can be extended to all
scales, a suggestion consistent with Friston’s characterization of proactive and reactive modes in
active inference systems [41,42]. The question of memory is addressed in Section 5, where we examine
the neurofunctional concept of an engram [48,49] and how it relates to biological memories at other
scales [35]. Specifically, we ask whether the phenomenon of memory change during reconsolidation
after reactivation [50,51] characterizes biological memories in general. We suggest that, while memories
may be stored either internally or externally, the mechanisms and consequences of access are the
same. The distinction between “individual” and “public” memories is, therefore, unsustainable.
Object identification, attention, and memory are brought together in Section 6 in the construction of a
self-representation to which meanings are associated. We explicitly consider the self-representations
implemented by humans [52–55], and suggest that locating the self-representations operative in other
organisms and in sub- or supra-organismal systems represents a key challenge to the Life Sciences [24].
We integrate these themes from an evolutionary perspective in Section 7, suggesting that meaning is
itself a multi-scale phenomenon that characterizes all living systems, from molecular processes to Life
on Earth as a whole. The fundamental goal of the Life Sciences is, from this perspective, to understand
how living systems create meaning.

2. Meanings Require Reference Frames

Bateson famously defined a “unit” of information as a “difference which makes a difference” ([56] p. 460).
As Roederer points out, information so defined is actionable or pragmatic; it “makes a difference” for
what an organism can do [57]. It is, therefore, information that is meaningful to the organism in a
context that requires or affords an action, consistent with sensory-motor meaning being the most
fundamental component of language as broadly construed [6]. It is in this fundamental sense that
meaning is “enactive” [19].

A “difference which makes a difference” must, clearly, be recognized as a difference, i.e., as being
different from something else. The “something else” that allows differences to be recognized is an
RF. Choosing an RF is choosing both a kind of difference to be recognized, e.g., a difference in size,
shape, color, or motion, and a specific reference value, e.g., this big or that shape, that the difference is
a difference from. Any discussion of differences assumes one or more RFs. Our goal in this section
is make the nature of these RFs fully explicit. With an understanding of how specific kinds of RFs
enable specific kinds of meanings, we can approach questions about the evolution, development, and
differentiation of meanings as questions about the evolution, development, and differentiation of RFs.

2.1. System—Environment Interaction as Information Exchange

While definitions of “life” and “living system” are numerous, varied, and controversial [58–62],
all agree that every living system exists in interaction with an environment. If Life on Earth as a whole
is considered a living system [35,37,63,64], its environment is by definition abiotic; for all other living
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systems (on Earth), the environment has both abiotic and living components. Definitions of life agree,
moreover, that at any given instant t, the state |S〉 of a living system S is distinct, and distinguishable,
from the state |E〉 of its environment E (we borrow Dirac’s |·〉 notation for states from quantum theory:
|X〉 is the state of some system X). This condition of state distinguishability, called “separability” in
physics, guarantees that the interaction between a living system and its environment can be viewed,
without loss of generality, as an exchange of classical information [65–67]. This exchange is symmetric
at every instant t (technically, within every time interval ∆t small enough that neither system nor
environment significantly changes its size or composition during ∆t): every bit (binary unit) of
information that the living system obtains from its environment at t is balanced by a bit transferred
by the living system to its environment at t. We are interested in interactions that provide S with
actionable information about E; such interactions are thermodynamically irreversible and, as such,
have a minimum energetic cost of ln2 kBT, kB Boltzmann’s constant and T temperature [68,69]. In this
case, incoming bits can be considered “observations” and outgoing bits can be considered “actions”,
bearing in mind that in this classical, thermodynamic sense of information, obtaining free energy from
the environment is “observing” it and radiating waste heat into the environment is “acting” on it.
As the value of kB in macroscopic units is small (1.38× 10−23 Joules/Kelvin), bit-sequence exchange
can appear continuous when temperatures are high and time is coarse-grained, as is typically the case
in biological assays.

Under these conditions, we can ask how much a living system S can learn, i.e., what information
S can obtain by observation, about the internal structure or dynamics of its environment E,
and, conversely, how much E can learn about the internal structure or dynamics of S. The answer
is that what can be learned at t is strictly limited to the classical information actually exchanged
at t. This information is, for any pair of finite, separable physical systems, regardless of their size
or complexity, strictly insufficient to fully determine the internal structure or dynamics of either
interaction partner [70,71]; see [72,73] for informal discussions of this point. The information obtainable
by either party by observation is, therefore, conditionally independent of the internal structure or
dynamics of the other party; these can, in principle, vary arbitrarily without affecting the observations
obtained at any given t. The interaction between any S and its E thus satisfies the Markov blanket
(MB) condition: the information exchanged at t is the information encoded by an identifiable set of
“boundary” states that separate the internal states of S from the internal states of E [33,41,42,74,75].

The idea that the observational outcomes obtainable by any observer are conditionally
independent of the internal structure and dynamics of the observed environment has, of course,
a long philosophical history, dating at least from Plato’s allegory of the cave and forming the basis
of Empiricist philosophy since Hume [76]. This idea challenges any objective ontology; pairwise
interactions between separable systems—between any S and its E—are provably independent of further
decompositions of either system in both quantum and classical physics [72]. As Pattee [77] puts it,
the “cuts” that separate the observed world of any system into “objects” are purely epistemic and hence
relative to the system making the observations. Understanding what “objects” S “sees” as components
of its E thus requires examining the internal dynamics of S. These internal dynamics, together with the
system—environment interaction, completely determine what environmental “objects” S is capable of
segregating from the “background” of E and identifying as potentially meaningful. Whether it is useful
to S to segregate “objects” from “background” in this way is determined not by the internal dynamics
of S, but by those of E. Meaning is thus a game with two players, not just one. It is in this sense that it
is fundamentally “embedded” (again see [19]). In the language of evolutionary theory, it is always
E that selects the meanings, or the actions they enable that have utility in fact for S, and culls those
that do not.

2.2. Meaning for Escherichia coli: Chemotaxis

What does a living system consider meaningful? Before turning to any division of the environment
into objects and background, let us consider meanings assigned to the environment as a whole.
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Bacterial chemotaxis has long served as a canonical example of approach/avoidance behavior
and hence of the assignment of valence to environmental stimuli that “make a difference” to the
bacterium (see [14,78] for recent reviews). Chemotaxis receptors respond to free ligand and have
sufficient on-receptor short-term memory to determine local ligand gradients (see [79] for examples of
cells that locally amplify gradients). The fraction of receptors bound at t indicates an environmental
state, either |good〉 or |bad〉, at t and directly drives either “approach” or “avoid” motility. No division
of E into “objects” is either possible or necessary in this system.

While it does not require object segregation, the assignment of valence to |E〉 during bacterial
chemotaxis does require an RF to distinguish between |good〉 and |bad〉. In E. coli, this RF is defined by
the default phosphorylation state R0 of the messenger protein CheY, i.e., by the default value of the
concentration ratio R = [CheY-P]/[CheY] [78]. Values of R greater or less than R0 encode the “pointer
states” (again borrowing terminology from physics) |R〉 = |good〉 or |R〉 = |bad〉 and induce approach
or avoidance, respectively. The value R0 is “set” by the balance between kinases and phosphatases
acting on CheY (with CheY acetylation as a secondary modulator; see [80] for discussion). This balance
is, in turn, dependent on the overall state of the E. coli gene regulation network (GRN) as discussed
further in Section 6 below.

As noted earlier, the concept of an RF was originally developed within physics to formalize the
pragmatic use of clocks, measuring sticks, and other tools employed to make measurements [38].
In E. coli, however, we see an internal state being employed as an RF. This situation is completely
general: any use of an external system as an RF presupposes the existence of an internal state that
functions as an RF [81]. An external clock, for example, can only register the passage of time for
an observer with an internal RF that enables comparing the currently-observed state of the clock
to a remembered past state. The sections that follow will illustrate this for progressively more
complex RFs. A formal construction of internal RFs given a quantum-theoretic description of the
system-environment interaction is provided in [66].

2.3. Implementing RFs Requires Energy

The CheY phosophorylation system in E. coli effectively encodes one bit of information: the pointer
state |R〉 can be either |good〉 or |bad〉. Encoding this bit requires energy: at least ln2 kBT as
discussed above. The energy needed is in fact much larger than this, as the protein CheY itself,
the kinases and phosphatases that act on it, and the receptors that provide input to the CheY
phosphorylation/dephosphorylation cycle must all be synthesized and eventually degraded, and the
intracellular environment that supports these interactions must be maintained. All of these processes
are thermodynamically irreversible. The energy to drive these processes must be supplied by E. coli’s
metabolic system. It derives, ultimately, from the external environment. The external environment
also absorbs, again irreversibly, the waste heat that these biochemical processes generate.

The energetics of the CheY system illustrate a general point: implementing internal RFs requires
energetic input from the environment. This energetic input is necessarily larger than the energy
required to change the pointer state associated with the RF [66]. Any RF is, therefore, a dissipative
system that consumes environmental free energy and exhausts waste heat back to the environment.
Every RF an organism implements requires dedicated metabolic resources. In mammals, for example,
the total energy consumption of the brain scales roughly linearly with the number of neurons,
indicating an approximately constant per-neuron energy budget [82]. Energy usage is highest in
cortical neurons, roughly 1011 kBT per neuron per second. Using rough estimates of 10,000 synapses
per neuron receiving data at 10 Hz, on the order of 106 kBT, spread out over multiple maintenance,
support, and internal computational processes, is required to process one synaptically-transferred bit.

2.4. RFs Are State-Space Attractors

Following a perturbation, the E. coli phosphorylation ratio R returns to its default value R0.
Stability against perturbations within some suitable dynamic range is clearly required for any state
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to serve as an RF. Hence, RFs are state-space attractors. Its dimensionality as an attractor defines the
dimensionality of the “difference” the RF makes in the behavior of the system’s state vector. An RF is,
on this definition, a point or collection of points (e.g., a limit cycle) in the state space that separates
state-vector components associated with different behaviors. In the case of |R〉, the dimensionality is
one, corresponding to 1 bit of information: the value of R, either greater or less than R0, determines
whether the flagellum spins clockwise (approach) or counter-clockwise (avoid).

2.5. RFs Set Bayesian Expectations

As Friston and colleagues have shown [41,42,74,75], the behavior of even unicellular organisms
can generically be described in Bayesian terms. In this language, an RF such as the default value R0

of [CheY-P]/[CheY] defines an expectation value, i.e., a “prior probability” for the sensed state of a
valence-neutral environment. Avoidant chemotaxis in E. coli is an instance of active inference that
restores a default expectation; approach chemotaxis is expectation-dependent goal pursuit. Short-term
memory for environmental state is implemented by receptor methylation [78], while longer-term
revision of expectations is implemented by modulating R0; we discuss the roles of RFs as memories in
active inference systems more generally in Section 5 below.

2.6. Only Meaningful Differences Are Detectable

When interaction is viewed as information exchange and meaningful differences are viewed as
physically encoded by RFs, two aspects of meaning in biological systems become clear:

1. Detecting differences with respect to internal RFs is energetically expensive.
2. A difference is detected when at least one bit flips—at least one component of a pointer state changes.

Any detectable difference, therefore, makes a difference, both to the value of an “informative” pointer
state and to the energy budget of the organism doing the detecting. Employing Bateson’s criterion,
all detectable differences are meaningful. Organisms do not waste energy acquiring information that
is not actionable. This is not a choice, or a matter of optimization: acquiring information without
changing state, and thereby acting on the environment, is physically impossible.

2.7. The Evolution of Meaning Is the Evolution of RFs

Consistent with its primarily biochemical, as opposed to mechanical or manipulative, mode of
operating within its world [83], E. coli encodes RFs and associated pointer states, such as R0 and |R〉
that can be interpreted as tastes. While E. coli is capable of locomotion using its flagellum, chemotaxis is
opportunistic. The tumbling “avoid” motion due to counterclockwise flagellar rotation is directionally
random; E. coli does not appear to encode any stable spatial RF. Pilus extension during “mate seeking”
in E. coli similarly appears directionally random, and is limited in distance by the pilus polymerization
mechanism [84]. The distal tip of the pilus carries an adhesin, but it is unknown whether it is specifically
recognized by the recipient cell; hence it is unknown whether E. coli encodes an RF for “mate” or
“conspecific”. The E. coli cell cycle is opportunistic, and it has no circadian clock (although it is
metabolically capable of supporting a heterologous clock [85]); hence, E. coli appears to have no
endogenous time RF. The world of “taste” may, for E. coli, be the whole world.

How did evolution get from systems like E. coli that are restricted to tasting an environment that
they may move in, but do not otherwise detect or represent, to systems like humans equipped with
RFs for three-dimensional space and linear time, as well as RFs capable of identifying thousands of
individual objects and tracking their state changes along multiple dimensions? This is the fundamental
question for an evolutionary theory of cognition, one that goes far beyond what is standardly called
“evolutionary psychology” [86,87]; see [88] for one way of asking this broader question. Addressing this
question, we propose, requires understanding the evolution of RFs. As with other evolutionary questions,
the available empirical resources are the implementations of RFs across a phylogenetically broad sample
of extant organisms and the developmental and/or regenerative processes that construct these RFs.
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Consistent with their role in detecting and interpreting states of the external environment, and as
discussed in Section 6 below, the internal environment as well, one can expect cellular-scale RFs to
be implemented by signal transduction pathways. One approach to the question of RF evolution
is, therefore, to understand the evolution of signal transduction pathways (e.g., two-component
pathways in microbes [89], or the Wnt [90] or MAPK [91] pathways in eukaryotes; see [92]
for a general review). Understanding signal transduction in a “bag of molecules” is, however,
not enough: the evolution of the organizing framework provided by the cytoplasm, cytoskeleton,
and membrane—what we have previously termed the “architectome” [35]—also contributes to
the evolution of RFs, particularly spatial RFs as discussed in Section 3 below. As systems become
multicellular, we can expect RFs to be implemented by cell–cell communication systems including
paracrine [93,94], endocrine [95,96], non-neural bioelectric [97–99], and neural [100–102] systems.
Hence, the question of RF evolution incorporates the questions of morphological and physiological
evolution, and, at larger scales, the evolution of symbiotic networks (including holobionts [103,104]),
communities, and ecosystems [36,37]. At every level, RFs specify actionability and therefore meaning.

3. How Are Objects Segregated and Identified?

3.1. From Multi-Component States to Objects

While the chemotactic pathway in E. coli shows no evidence of specific object recognition as
opposed to environmental state recognition, microbial predators such as Myxococcus xanthus appear
capable of recognizing and differentially responding to both kin and non-kin conspecifics as well
as a wide range of bacterial and fungal prey species (see [7,105] for recent reviews). While the RFs
that distinguish cells to be killed (non-kin conspecifics or prey) from cells to be cooperated with
(kin conspecifics) have not been fully characterized, the general structure of microbial sensor and
response systems [14] suggest that default phosphorylation ratios analogous to R0 are likely candidates.

Does M. xanthus represent conspecifics or prey as separate objects, or are these just different,
possibly localized, “features” of its environment? When a traveling paramecium encounters a hard
barrier, backs up, and goes around it, does it represent the barrier as an object, or just a “hard part”
of the environment? When an amoeba engulfs a bacterium, is the bacterium an object, or just
“some of” the environment that happens to be tasty? These questions cannot currently be answered,
and the first organism (more properly, lineage) capable of telling an “object” from a feature of its
environment remains unknown. From an intuitive perspective, an ability to distinguish “objects” from
the environment in which they are embedded may come with the ability to specifically manipulate
them. The sophisticated, stigmergic wayfinding signals used by social insects may be processed as
environmental features, but eggs, prey items, agricultural forage, building materials, enemies, and even
the dead bodies of colony-mates are manipulated in specific, stereotypical ways [106,107] and may be
represented as objects. This association between manipulability and objecthood appears to hold for
human infants [108,109]; that even artificial constructs such as road networks are intuitively considered
“features” suggests that it holds for adult humans as well. Concluding that this association holds only
for relatively advanced multicellular organisms may, however, not be justified; cells migrating within
a multicellular body leave stigmergic messages for later-migrating cells to read [110,111] and cells of
many types inspect their neighbors individually, killing those that fail to meet fitness criteria [112,113].

3.2. Objects as Reference Frames

Unlike M. xanthus, which has separate, functionally dissociable detection systems and hence
separate RFs for “prey” and “edible prey components”, cephalopods, birds, and mammals are
capable of both categorizing objects and identifying objects as persistent individuals across changes
in their states. This ability allows distinct meanings to be assigned to the same object at the category,
individual, and state levels of specificity. The state-independent components of an object appear,
in this case, to serve collectively as an RF for a categorized individual during a perceptual encounter;
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the state-independent components of a persistent object similarly appear to serve as an RF for
individual re-identification. If this is the case, the state-independent meaning of a categorized
individual can be identified with the set of actions, including inferences, that it affords as a recognizable
object distinct from the “rest of” the environment.

Object recognition has been studied most intensively in mammals, particularly humans, and is
best understood in the visual modality (see [114–118] for general reviews, see [119] for a comparison
of haptic and visual modalities, and see [120] for pointers to work in other mammals and birds).
Object category recognition (“categorization”), e.g., recognizing a table as a table, as opposed to
a specific, individual table encountered previously, is primarily feature-based, with “entry-level”
categories corresponding to early-learned common nouns, e.g., “table” or “person” learned first and
processed fastest [117]. Identifying specific individual objects, e.g., specific individual people, is also
feature based, but requires the use of context and causal-history information in addition to features if
similarly-featured competitors or opportunities for significant feature change are present [121,122].
The object recognition process generates an “object token” [115], an excitation pattern in medial
temporal cortex that is maintained over the course of a perceptual encounter (i.e., 10 s to 100 s
of seconds) and that can be, but is not necessarily, encoded more persistently as a component
(an engram [48,49] or invariant [123]) of an episodic memory. Identifying a categorized object as
a specific, known individual requires linking its current object token to at least one episodic-memory
encoded object token.

An object that never changes state and hence affords no actions is not worth recognizing
(highly symmetric objects are an exception, e.g., [124]). An object that does change state—even if
it just changes its position in the body-centered coordinates (see below) of a mobile observer—must
have features that do not change to enable recognition. The collection of unchanging features serve
as a reference against which variation in the changing feature—the pointer state of interest—can
be tracked. They therefore constitute an RF for the object, at least during that perceptual
encounter [66,81]. Such RFs may be extraordinarily rudimentary, and hence exploitable by competitors,
predators, or potential prey through the use of mimicry, camouflage, lures, or other tactics. How humans
or other animals construct stable object tokens out of sequences of encounter-specific RFs is not known,
and constitutes a major open problem in cognitive and developmental psychology and in developmental
and applied robotics [118]. Identifying individual objects as such across significant gaps in observation
during which previously-stable features may have changed requires solving the Frame problem [125].
This problem is formally undecidable [126]; hence, only heuristic solutions are available. What heuristics
are actually used by humans and how they are implemented remain unknown.

Consider again the use of an object such as a clock as an external RF. Not only does this require
an internal time RF, it requires an RF to identify the clock as such, and indeed as the same clock
that was consulted earlier. The clock can only be employed as a shared external RF by agents that
share these internals RFs as well [81]. Apart from speculations about consciousness (e.g., [127–129]),
physicists have historically been reluctant to comment on the internal structures of observers [130].
By clarifying the role of RFs in identifying objects and making measurements, biology and cognitive
science may make significant contributions to physics.

3.3. Embedding Objects in Space

Representing either environmental features or objects as having distinct locations requires an RF
for space. All cells, and all multicellular organisms, come equipped with a two-dimensional surface
on which spatial layout can be defined: the cell membrane(s) that face the external environment.
Locations on this surface are stabilized by the cytoskeleton at the cellular scale, and by cell–cell
interactions and macroscopic architectural components such as skeletons at the multicellular scale.
Physical, biochemical, and/or bioelectric asymmetries impose body axes on these surfaces [35,99,131].
Even E. coli has a body axis, with chemoreceptors on one end and flagella on the other.
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Asymmetric placement of receptors and effectors on the surface facing the environment effectively
embeds them in a two-dimensional body-centered coordinate system. Localized processing of
information binds it to this coordinate system, allowing downstream systems to know “where” a signal
is coming from [132]. The extent to which cytosolic signal transduction is spatially organized, e.g.,
by the cytoskeleton, at the cellular level remains largely unknown except in the case of neurons,
where specific functions including exclusive-or [133] have been mapped to specific parts of the cell.
In the neural metazoa (Ctenophores, Cnidarians and Bilaterians), the spatial organization of signal
transduction is largely taken over by neurons. The ability of neurons to provide high-resolution
point-to-point communication allows the internal replication of body-surface coordinate systems,
e.g., in the somatosensory homunculus [134] or retinotopic visual maps [135]. Such replication is
essential to fine motor control.

Locomotion and manipulation by appendages appear necessary for adding a third, radial dimension
to body-centered coordinates. Stigmergic coordinate systems, for example, are meaningless without
locomotor ability. Building a representation of space requires exploring space, even peripersonally.
The construction of the mammalian hippocampal space representation from records of paths actually
traversed reflects this requirement [136]. How such path-based spatial representations are integrated with
stigmergic, celestial, or magnetic-compass based coordinate systems, and whether such integration is
required to enable, e.g., long-distance migration, remain largely unexplored.

“Placing” objects in space ties them to the body-centered spatial RF, and enables them to function
as external RFs for the body. This ability appears evident in arthropods, cephalopods, and vertebrates,
and may be more widespread, e.g., in plants [8]. Humans are capable of radically revising such RFs as
new entities are characterized as objects; for example, the RF defined by cosmological space has been
revised multiple times from the European Medieval era to the present [137].

3.4. Embedding Objects in Time

At the cellular level, the primary time RFs are cyclic: the cell cycle and the circadian clock [138–140].
Embedding events or objects in longer spans of time requires a linear time RF, i.e., an ordered event
memory with sufficient capacity. Evidence of cellular memory [141] or cellular-scale learning (see Section 5)
across cell-cycle or diurnal boundaries is insufficient, on its own, to the establish the ordering capability
required for an internal linear time RF. Cells can use ordered external events to control sequential
behavior over longer times, as in migration and fruiting-body development in slime molds, but this is
also insufficient to indicate an internal linear time RF.

By “internalizing” events that are external to the individual cells involved, multicellular systems
can implement linear time RFs, e.g., the linear time RF implemented by a tissue- or organism-scale
developmental process. Interestingly, highly-structured anatomies and morphologies, and hence
highly-structured developmental processes correlate, in animals, with the presence of nervous
systems, i.e., they occur in the Ctenophores, Cnidarians, and Bilaterals [102]. While local cell density,
cell-type distribution, or other micro-environmental features may serve as external temporal markers,
at least some developmental processes appear to be intrinsically timed. Tail regeneration in Xenopus,
for example, synchronizes with the developmental stage at tail amputation to produce a tail appropriate
to the overall size of organism once regeneration is complete [142].

Cephalopod, bird, and mammalian nervous systems implement short-term linear time RFs that
enable highly-structured, feedback-responsive, ordered behaviors, e.g., pursuit, defense, courtship,
or nest-building that span minutes to days. Many longer-term behavior patterns, however, are tied
to monthly or annual cycles, not to linear time. Hence, it is not clear how long a purely-internal,
linear time RF can be sustained. Even in humans, long linear time is supported by external RFs,
including communal memory enabled by language and stable environmental records such as calendars
(see Section 5 below).
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4. How Is Attention Switched between Objects?

4.1. Active Inference Requires Attention

Active inference, at its most basic, is a trade-off between acting on the environment to meet
expectations and learning from the environment to modify expectations [41,42]. Even with only a single
stimulus, and hence a single component for which environmental variational free energy (VFE) is measured,
the importance—encoded in the theory as Bayesian precision—placed on input versus expected values
affects the balance between expectation-meeting and expectation-updating. Action on the environment
can, moreover, include both exploitative actions that meet current expectations and exploratory actions that
increase the probability of learning [143]. Enacting these distinctions requires a prioritization or attention
system. Spreading VFE across multiple distinguishable stimuli increases the need for attention to allocate
exploitative, exploratory, or passive learning resources. Even in E. coli, competition among chemoreceptors
for control of flagellar motion implements a rudimentary form of attention.

Attention reorients action, at least temporarily, from one stimulus or goal to another. Even in
organisms with sufficient cognitive resources to pursue multiple goals or action plans simultaneously,
including humans, the focus of attention is generally unitary (animals such as cephalopods
with highly-distributed central nervous systems may be an exception; see [144]). One can,
therefore, expect attentional control to localize on processors with high fan-in from sensors and high
fan-out to effectors. At the cellular level, this is the defining characteristic of “bow-tie” networks [145];
the CheY system of E. coli provides a rudimentary example, and the integrative role of Ca2+ in
eukaryotic cells [146] a more highly ramified one (see [147] for additional examples). A bow-tie
network is, effectively, a means of “broadcasting” a control signal to multiple recipients. In the
mammalian central nervous system, this is the function of the proposed “global neuronal workspace”
(GNW) [148–152], an integrative network of long-range connections between frontal and parietal
cortices and the midbrain. Significantly, the GNW is the proposed locus of conscious attentional
control, whether proactive or reactive.

4.2. What Is the RF for Salience?

Being a target for attention requires salience. How does the significance, current or potential,
of a stimulus for an organism become a marker for salience? If everything detectable is meaningful,
what makes some detectable states or objects more meaningful than others?

E. coli provides one of the simplest examples of salience regulation: the induction of the lac operon [153].
Glucose is salient to E. coli by default; when glucose is absent, lac operon induction renders lactose salient.
This simple example generalizes across phylogeny in three distinct but related ways:

1. Some states or objects are salient by default, e.g., threats, food sources, or mating opportunities.
2. Salience is inducible. Antigens induce antibody production, amplifying their salience. Removal of

a sensory capability, e.g., sight, enhances the salience of phenomena detected by surviving senses,
e.g., audition or touch.

3. Control of salience is distributed over multicomponent regulatory networks, e.g., GRNs or
functional neural networks.

Control systems that regulate salience are, effectively, RFs for salience. They enhance or repress
meaningfulness in a context-dependent way. What, however, defines a context?

While the notion of context is often treated informally, Dzhafarov and colleagues [154–156] have
developed a formal theory of context-dependent observation, couched in the language of classical
probability theory, that is general enough to capture the irreversibility (technically, non-commutativity)
of context switches characteristic of quantum theory [157] (see [66,158] for a Bayesian implementation).
Key to this approach is the idea that contexts are defined by sets of observables that are, in typical
cases, not salient. As an example, consider the stalk supporting the lure of an anglerfish [159]. The stalk
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(a modified fin spine) is visible and is a critical marker of context, but in a fatal case of inattentional
blindness, is ignored by prey that attack the lure.

When context is defined in this salience-dependent way, the control of salience becomes relational,
and therefore global. Salience-control networks can thus be expected to display the kind of global
semantic dependencies exhibited by semantic-net representations of word or concept meaning [160]
or indeed, fully-connected networks of any kind, e.g., hyperlink dependencies on the internet.
Not surprisingly, the “salience network” of the human connectome is a high-level loop connecting
insular and cigulate cortices with reward and emotion-processing areas in the midbrain, and it is
strongly coupled to the GNW and to proactive and reactive attention systems [161].

4.3. Salience Allocation Differences Self-Amplify

Differences in salience allocation between lineages, or between individuals within a lineage,
will clearly contribute to differences in resource exploitation. More interesting, however, is their
contribution to differences in resource exploration. Mutants of E. coli deficient in glucose uptake or
metabolism, for example, must find and exploit environmental niches that provide other metabolizable
sugars. In general, differences in salience allocation will result in different experiential and hence
learning histories. Differences in learning can be expected to generate, in turn, additional differences
in salience allocation. These differences may lead, as in the case of E. coli lacking glucose transporters,
to niche segregation and possibly eventual speciation.

Lateral gene transfer (LGT) provides a means of sharing DNA between distantly-related lineages
and is ubiquitous in the microbial world [83]. Genes or operons providing novel metabolic abilities,
e.g., antibiotic resistance, are often shared by LGT. Viewed from the perspective of salience allocation,
LGT is a communication mechanism that enables a donor to alter, possibly radically, the allocation of
salience and hence attention by the recipient. Compared to LGT, quorum sensing provides for faster
communication and hence more responsive salience reallocation, typically only among near kin as in
M. xanthus biofilms [7]. These mechanisms provide models for the ubiquitous use of inter-individual
and even interspecies communication to induce changes in salience allocation in both plants and
animals. Diversification of communication signals, and hence of means to negotiate salience, may be
a substantial driver, not just a consequence, of speciation [162].

5. How Are Memories Stored and Accessed?

Recognizing, responding to, and communicating meanings all require memory. As discussed
in [35], the spatial scales of biologically-encoded memories span at least ten orders of magnitude,
and their temporal scales almost twenty orders of magnitude. The evolution of life can be viewed as
the evolution of memory, not only at the genome scale, but at all scales.

5.1. Heritable Memories Encode Morphology and Function

Jacob and Monod end their famous paper on the lac operon with the following words ([153] p. 354):

The discovery of regulator and operator genes, and of repressive regulation of the activity of structural
genes, reveals that the genome contains not only a series of blue-prints, but a coordinated program of
protein synthesis and the means of controlling its execution.

The biological memory implemented by the genome, Jacob and Monod discovered, encodes structure
and function. Evolutionary change, even when restricted to the level of the genome, can affect not only
components, but how, when, where, and in response to what they are made. The increased efficiency
with which evolution can explore morphological and functional space by copying and modifying
genetic regulatory systems is the key insight of evo-devo [163,164]. It can be generalized to evolution
at all scales [35–37].

Heritable memories require reproductive cells. In multicellular organisms in which most
cells are reproductively repressed, developmental biology and regenerative, cancer, and general
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stem-cell biology provide, respectively, opportunities to study heritable memory as encoded by
germline and non-germline reproductive cells. These memories are encoded on multiple substrates,
from molecular structures and concentration ratios through architectome organization to cellular-scale
bioelectric fields [35]. They are enacted by cell proliferation, differentiation, migration, cooperation,
and competition, i.e., by building a morphology that functions in the specified way.

The available RFs of organisms such as E.coli are specified by heritable memories, e.g., the genes
coding for pathway components such as CheY and its kinases and phosphatases and the cytoplasmic
conditions that allow such components to function. Heritable memories specify many RFs in
multicellular organisms, including humans; examples include photoreceptors responsive to specific
frequencies and olfactory receptors responsive to specific compounds. Such memories may be genome
independent, e.g., the body-axis polarity RFs specified by the sperm-entry point in ascidians [165] or
by bioelectric polarity [166,167] or axon orientation [168] in regenerating planaria.

5.2. Experiential Memories and Learning

Learning is ubiquitous in animals. It has also been demonstrated in paramecia [169] and in slime
molds such as physarum [170], and possibly in plants [171–173]; hence learning does not require
neurons, let alone networks of neurons [15]. Learning can adjust the salience of stimuli, modify the
responses to stimuli, and at least in birds and mammals, introduce novel categories and hence induce
the construction of novel RFs. While in many cases learning requires multiple exposures or extended
experience with a stimulus, birds and mammals at least are also capable of one-shot learning [174].
Episodic memories in humans, for example, are all results of one-shot learning: each records a single,
specific event.

Experimental work in numerous invertebrate and vertebrate systems has contributed significantly
to understanding the neural implementation of particular experiential memories. Such “engrams”
may be implemented by single cells, local ensembles of cells, or extended networks connecting
cell ensembles in different parts of the brain, and hence may be encoded by patterned activity
at the intracellular up to the functional-network scale [48,49]. The dendritic trees of individual
neurons, particularly cortical pyramidal cells, long-distance von Economo neurons, or cerebellar
Perkinje cells, are complex temporal signal-processing systems [175,176] that may be individually
capable of computations as complex as time-windowed exclusive-or [133]. The functionality of these
signal processors is reversibly modulated bioelectrically over short times and epigenetically over
longer times [177,178]. Hence, neurons have far greater functionality than the simple sum-threshold
units employed in typical artificial neural networks (ANNs), as has been understood by designers
of “neuromorphic” computing systems since the late 1980s [179]. Both individual neurons and
extended networks of neurons can, therefore, be expected to implement “learning algorithms” far
more complex than those designed for typical ANNs. Intriguing recent results suggest, for example,
that some neurons are either intrinsically, or are primed by some (possibly epigenetic) mechanism
to be, more excitable than neighboring cells, and that these cells are preferentially recruited into
networks that encode memories [49]. Such a prior bias toward particular cells is reminiscent of genetic
pre-adaptation [180,181], suggesting a deep functional analogy between genetically and neuronally
encoded memories.

Stigmergic implementation of event memories is also ubiquitous, particularly in social insects,
cephalopods, birds, and mammals. Here, memory encoding requires acting on the environment,
either biochemically via pheromones or other scent markers, or mechanically via techniques ranging
from nest or den construction to human architecture or writing. Learning, in these cases, includes
learning to both write and read externally-encoded memories. These activities, clearly, require the
internal implementation of RFs to assign semantics to both the actions involved in writing and the
sensory inputs involved in reading. Comparative analyses of communication systems (e.g., [182–184])
and tool use (e.g., [185–188]) provide particularly promising avenues to explore both commonalities
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(e.g., the ubiquitous role of FoxP in communication systems [189]) and differences in the learning and
encoding of these RFs.

5.3. Reporting, Reconsolidation, and Error Correction

Any behavior can be considered a “report” of one or more memories. Understanding which
memories are being reported is clearly an experimental and interpretative challenge, even in the case
of human verbal reports. More interesting in the present context, however, is the question of whether,
and if so how, reporting a memory by somehow enacting its content alters that content. Memory
content change on reconsolidation is well documented in the case of human episodic memories [50,51].
Can this be expected for memories across the board? If memories are generically unstable, what kinds
of redundancy or error correction systems can be expected?

It is clear that reconsolidation generically effects revision in at least one other form of
memory: object tokens. As objects change state, their identifying features may change; state changes
accompanying growth in individual humans are an obvious example. Object tokens must, therefore,
be continually updated [122]; while previous versions may be maintained in a “historical model” of the
individual, they are recalled by chaining backwards from the current version. Within a nervous system,
these are all dynamic processes that involve exciting some cells and inhibiting others, i.e., they involve
the same cellular-scale changes that record memories in the first place. Reactivation (recall) and
reconsolidation can, therefore, be expected to cause memory revision generically.

Humans employ both communication with others and external objects, including written
documents and recorded images, to supplement individual memories and hence to provide both error
correction and the possibility for restoring memories that have been degraded or lost. The maintenance
of a shared language, for example, requires communication and benefits from recording and writing.
Words (nouns) are markers for object tokens, and hence for object-identifying RFs. We can expect
the maintenance of shared RFs for external objects to generically require both communication and
shared external exemplars, e.g., “canonical” objects that all within a community agree are tables,
tools, or most critically, in-group or out-group members. Members of a linguistic community must,
moreover, be capable of recognizing that other members agree about the status of such objects and the
words used to refer to them [190].

Redundancy and “community” based error correction are, effectively, methods for distributing
memory across multiple, at least partially interchangable representations. We suggest that such
distributed-memory methods are employed in analogous ways at all scales of biological organization,
from double-stranded DNA and the maintenance of multiple copies of the genome in most eukaryotic
cells, to quorum sensing and other means by which cells “negotiate” and “agree” by exchanging
molecular or bioelectric signals, to the redundancy and handshaking mechanisms employed by
neural, hormonal, and immune systems. Organisms capable of preserving experiential memories
across events in which the brain is substantially remodeled (e.g., in insect metamophosis) or even
completely regenerated following injury (e.g., in planaria) provide compelling examples of distributed
memory [191]. While we do not, in general, know the “words” being used in these memories or
the RFs with which they are associated, the languages of communication and information flow are
so intuitively natural that they have been employed to describe such systems even in the absence
of detailed computational analysis or specific functional analogies. We suggest that viewing these
systems explicitly in terms of computational models, e.g., in terms of VFE minimization and Bayesian
satisficing [41,42,74,75], will prove increasingly useful.

5.4. Reconsidering the Cognitive Role of Grammatical Language

Converging evidence from functional neuroscience and cognitive, evolutionary, and social
psychology has led over the past decade to a substantial rethinking of the role of grammatical
language, and indeed of the symbolic constructs of “good old-fashioned” AI (GOFAI) in general,
in the implementation of human cognition. One strand of this rethinking focuses on the role uniquely
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played by language, and by the deliberative, inner-speech driven Process-2 cognition underlying public
language use, in human communication. As Adolphs [190] emphasizes, the primary selection pressures
in later human evolution were social. In such a setting, language serves not only as a means of
cooperative communication, but of justification, pursuasion, and deception, including self-deceptive
rationalization [192–195]. These uses of language suggest a role for language on the “surface” of cognition,
above the level of, e.g., situational awareness or planning. The general, cross-domain association of
expertise (including expertise in the use of language) with automaticity [196–198] and the difficulty of
achieving a fully self-consistent definition of Process-2 cognition [199] similarly suggest a surface role for
both Process-2 cognition and language. Chater [200] formulates this “flat” conception of cognition as
“mental [i.e., cognitive and emotional] processes are always unconscious—consciousness reports answers,
but not their origins ... we are only ever conscious of the results of the brain’s interpretations—not
the ‘raw’ information it makes sense of, or the intervening inferences” (p. 180, emphasis in original), a
characterization that comports well with the MB condition [33], the idea that perception and action act,
in all modalities, through an “interface” separating the cognitive system from the world [201], and the
GNW architecture [148]. Indeed Process-2 cognition can be fully implemented by automated, Process-1
cognition in a GNW setting [202].

If language use is a modal, surface phenomenon implemented by domain-general, scale-free
mechanisms such as hierarchical Bayesian satisficing [41,42], the need to identify specific neural
implementations of syntactic or lexical symbols at the computational level [1,2,203] to explain
language use diminishes, and possibly disappears altogether. Historically, the greatest barrier
to domain-nonspecific models of language use has been recursion [6,204]. Recursive sequence
learning and production is not, however, limited to language; visual processing [205] and
motor planning [206,207] are now known to be both recursive and independent of language.
These earlier-evolving systems may have been co-opted for language processing, a co-option
supported by comparative phenotypic analysis of FoxP mutations [208]. The motor planning system
is a canonical predictive-processing system [209] that can be described in terms of hierarchical
Bayesian satisficing in a way largely analogous to visual processing [210]. Significantly, neuroimaging
studies consistently localize numerical and mathematical reasoning, including abstract symbolic
reasoning, to fronto-parietal networks that overlap visual motion-detection and motor areas,
not language-processing (e.g., Broca’s) areas [211,212]. As with grammatical sentence construction,
whether abstract mathematical manipulations are implemented by a hierarchical Bayesian mechanism
remains unknown.

6. How Do Living Systems Represent Themselves?

One of us (ML) has previously suggested that the “self” is usefully thought of in terms of
a “cognitive light cone” indicating the horizon of the goal states the agent is capable of pursuing.
The spatial extent demarcates the distance across which it is able to take measurements and exert
effects, and the forward and backward temporal extents indicate the system’s abilities to anticipate the
future and recall the past, respectively [24]. The “past” here is the past of experienced events, and hence
of memories resulting from learning. While many non-human animals clearly remember places, events,
and social roles and some are capable of planning cooperative hunts or raids against neighboring
populations, evidence for “mental time travel” to the past via episodic memory or the future via
prospective memory is contested, and these are often regarded as human-specific [5]. It is not clear,
in particular, whether any non-humans have a sufficiently flexible self-representation to represent their
own past or future actions.

The status of the human self-representation also remains unclear. Electro-encephalographic
(EEG) studies of experienced meditators localize the experienced emotional-agentive,
narrative-agentive, and passive “witness” aspects of the self to right- and left-posterior and
mid-frontal excitations, respectively [213]. The insular-cingulate-limbic loop involved in salience
allocation is also involved in linking the interoceptive sense of a bodily self to both cognitive control
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and memory [52–55]. How this pragmatic self-representation relates to the “psychological” self
characterized by beliefs, desires, ethical attitudes, and personality, and even whether this latter self
exists, remain open questions [200,214,215].

It seems natural to view the pragmatic self representation as an RF, but what exactly does it
measure, how is it implemented, and most critically, how do implementations at different scales relate?
Levin [24,216] considers a self to be a stable unit of cooperative action, whether at the cellular, tissue,
organ, organism, community, or even higher scale. At what scale does the self-representation become
a distinct functional component, as it appears to be in humans, of the self it represents? Heat-shock
and other stress-response proteins provide measurable indicators of cellular state to other cellular
processes; one can, for example, consider the E. coli heat-shock system an RF for environmental
stress. It is not, however, clear that any component of the metabolic and regulatory network of E. coli
represents the state of the rest of the network in the way that the human insular-cingulate-limbic
loop represents the state of the body to frontal control systems, or in the way that the somatosensory
homunculus represents the body to the tactile-processing system. The functional architecture of E. coli
involves many communicating components, but does not appear to involve an overall metaprocessor.
Is metaprocessing, and hence the need for one or more separate self-RFs, part of the mammalian
innovation of developing a cerebral cortex?

Cancer is widely considered a “rebellion” on the part of some cells against the cooperative
requirements of the whole organism. Does the “new self” of a tumor emerge de novo, or is it latent,
and somehow actively repressed, in well-behaved somatic cells? Does the immune system have
specific RFs for cancers? The various microbial communities within a holobiont cooperate and compete
with each other and with their eukaryotic host; are these interactions productively viewed as social,
political, or economic, i.e., can models based on such concepts contribute predictive power that is
unavailable in the languages of biochemistry, cell biology, or microbial ecology? It perhaps depends
on how context-sensitive these interactions, and the RFs that support them, turn out to be.

Is it, finally, useful to think of ecosystem-scale systems or even life as a whole as “selves”?
Living systems, including the living system we call “evolution”, appear to minimize VFE at every
scale [37]. Minimizing VFE requires detecting prediction failures. Does this require a self?

7. Conclusion: Meaning as a Multi-Scale Phenomenon

Human beings create meanings. We have argued in this paper that the creation of meanings is
not unique to humans, or even to “complex” organisms, but is a ubiquitous characteristic of living
systems. Descartes was wrong to view nonhumans as mindless automata: all bodies are managed by
“minds” capable of specifically recognizing environmental states and, in some cases, spatially-located
persistent objects, switching attention when needed, and constructing memories. The basic principles
of cognition are, as suggested in [24], scale-free.

What changes, however, does this suggest for biology? The language of cognition provides
abstractions, like memory and attention that generalize over wide ranges of biological phenomena.
The concept of a reference frame, this time from physics, is similarly wide-ranging. The “lumping”
enabled by these abstractions suggests common, general, computational mechanisms with
scale-specific implementations. The often-noted structural similarities between regulatory pathways
and neurofunctional networks [217], and particularly the possibility that bow-tie regulatory networks
function as GNW-type broadcast architectures, suggest that such common mechanisms exist, a suggestion
reinforced by the utility of active inference as an information-processing model on multiple scales.

Further development of specific abilities to manipulate existing biological RFs at the scale at which
they are implemented, e.g., bioelectric manipulations of body-axis polarity in planaria [166,167] or
optogenetic manipulations of particular memories in mice [49] will begin to construct a vocabulary
of functional localization, analogous to the vocabulary of functional networks in the mammalian
brain. The true test of these ideas, however, lies in the possibility of implementing new RFs from
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scratch in synthetic biological systems [216,218–221]. Paraphrasing Feynman, making it is a way of
understanding it [222].

Throughout this paper, we have illustrated the use of multiple languages and techniques,
at multiple scales, in organisms from microbes to humans, to understand the biology of meaning.
We have also, contra [223], shown how concepts originating in the cognitive sciences apply to biological
systems across the board. Disciplinary barriers, like trade barriers, benefit entrenched interests by
interrupting the flow of ideas and techniques that might otherwise transform ways of thinking and
experimental methods. We hope in this essay to have contributed somewhat to their dissolution.
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The following abbreviations are used in this manuscript:

AI Artificial Intelligence
ANN Artificial Neural Network
GNW Global Neuronal Workspace
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GRN Gene Regulation Network
LGT Lateral Gene Transfer
MY Million Year
ps picosecond (10−12 second)
RF Reference Frame
VFE Variational Free Energy
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